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Abstract

It has been almost ten years since the birth of the
�rst distributed shared memory �DSM� system� Ivy�
While signi�cant progress has been made in the area
of improving the performance of DSM and DSM has
been the focus of several dozen PhD theses� its over�
all impact on �real	 users and applications has been
small� The goal of this paper is to present our posi�
tion on what remains to be done before DSM will have
a signi�cant impact on real applications� More speci��
cally� we re
ect on what we believe have been the major
advances in the area� what the important outstanding
problems are� and what work needs to be done� Fi�
nally� we describe a modest step towards solving these
problems� the Quarks DSM system�

� How We Got to Where We Are

In ����� Kai Li published his PhD dissertation en�
titled� �Shared Virtual Memory on Loosely Coupled
Microprocessors�	 thus opening up the 
eld of re�
search that is now known as distributed shared mem�
ory or DSM� Although looking back at this work after
ten years may make it seem obvious �demand pag�
ing 
 coherence � DSM�� we believe that this is
more a tribute to the quality of the work than any�
thing else� Since this work� there has been a huge
amount of work done to extend the idea to other areas
�e�g�� distributed object based systems���� �� �� ��� ���
and operating systems���� �� ��� and to improve its
performance���� �� ��� ���� However� the impact of
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DSM on non�research users and applications has been
very small� Why is that�

The earliest DSM systems���� ��� ��� �� provided
the basic functionality of a virtually shared address
space spanning a network of machines� but their use
of the same coherence protocols as shared memory
hardware resulted in poor performance for applica�
tions with even a moderate amount of 
ne�grained
sharing� The reasons for this were that the unit of co�
herence tended to be large �pages in the case of Ivy����
and Mirage���� and objects in the case of Emerald����
and Clouds����� the mechanisms used to maintain co�
herence were heavy weight �page faulting in the case of
Ivy� Mirage� and Clouds� object migration in the case
of Emerald�� and the number of coherence actions� and
thus the amount of communication� was excessive �due
to the frequent read misses induced by sequentially
consistent write�invalidate protocols in Ivy andMirage
and the frequency of object invocation in Clouds and
Emerald�� Several performance optimizations were in�
troduced to combat these problems� including object
locking in Clouds� user�speci
able object placement
in Emerald� and request freezing in Mirage� but these
optimizations only made a small dent in the problem
and research into DSM systems hit a lull�

The second major leap in DSM research came when
researchers adopted the relaxed consistency models
developed for shared memory hardware and began to
take advantage of the greater �exibility possible in a
software implementation of coherence��� ��� ��� ����
The major contributions of Munin���� TreadMarks�����
Midway���� and DiSOM���� were a dramatic reduc�
tion in the amount of coherence messages required
to maintain consistency��� ��� and a reduction in the
overhead of the basic DSM mechanisms����� Suddenly
a far wider spectrum of programs could be usefully
solved using DSM� even to the point where moderate�
grained programs could be solved as quickly using a



software DSM system as using dedicated shared mem�
ory hardware���� This fundamental improvement in
DSM performance brought with it another rush of
research e�orts aimed at overcoming the new bottle�
necks that were exposed and extending DSM into yet
new areas���� ��� �� ���� but it is our opinion that de�
spite the recent �urry of research published in the area�
DSM is once again about to hit a lull� Although there
are a number of ongoing e�orts that we would judge to
have the potential to make another fundamental leap
in DSM performance and usability� recent results seem
to be of the delta�improvement variety rather than the
fundamental leaps needed to signi
cantly increase the
functionality and impact of DSM� Even worse� the net
commercial impact of DSM remains limited to a small
number of commercial operations���� ��� and internal
research projects at a number of workstation vendors
�e�g�� SGI and IBM�� Although we know of a relatively
large number of companies who have expressed an in�
terest in how DSM might be used to solve their prob�
lems �names omitted to protect the guilty�� we fear
that without further progress DSM will remain an aca�
demic novelty� used primarily as a vehicle for acquiring
PhD theses with little impact on the �real world�	 The
question is� what should we� as researchers� do about
this sad state of a�airs�

� Where We Should Be Heading
The problems as we see them with the state of the

art in DSM systems include the following�

� Existing systems are directed almost exclusively
at large scale homogeneous scienti
c applications�
a niche too small to drive signi
cant adoption of
DSM technology into the mainstream�

� No DSM systems are freely available�� so even
the scienti
c programmers who might be able to
exploit the power of current DSM systems are left
using burdensome message passing systems like
PVM�����

� Existing systems are not well integrated with the
rest of the software environment such as the com�
piler �with the notable but limited exceptions
of Midway����� SAM����� and Blizzard������ and
thus do not exploit the power of the existing soft�
ware infrastructure�

� There is a dearth of tools for debugging and tun�
ing the performance of DSM programs�

�With the exceptionof Mether����
 which is a �rst generation
DSM system�

� The performance of existing systems for 
ne�
grained programs is still relatively poor�

Note that we listed performance as the last of the
problems� While we are sure that this is where the
majority of the research e�ort will be spent� since it
is the �sexiest	 problem to attack and probably the
only one that would be accepted for publication at
SOSP or OSDI� we believe it is not the most impor�
tant challenge that needs to be overcome� The state
of DSM technology has progressed to the point where
it could be used e�ectively to solve a wide variety of
real problems if less �sexy	 details� such as making
DSM a fundamental system service that can be used
by any cooperating applications �not just explicitly
parallel programs� and adding DSM support to con�
ventional compilers and debuggers� were addressed� In
particular� the lack of a freely available DSM system�
including source� has precluded the kind of acceptance
by the research and user communities that PVM and
similar systems have received�
Here is what we believe needs to be done�

� A quality DSM system that exploits some col�
lection of the recent advances in DSM technol�
ogy �multiple writer protocols� lazy release con�
sistency� software write detection� etc�� must be
released to the research and user communities�

� DSM needs to be made a basic system service
so that applications other than homogeneous sci�
enti
c programs can use it �e�g�� to support
sharing between distributed 
le bu�er caches or
nameservers���

� Work must be done to add compiler support
for DSM� as is being explored in SAM�����
Midway����� and Blizzard�����

� Tools to debug and tune the performance of DSM
systems must be developed�

In the next section we will outline a modest e�ort
in these directions�

� Quarks
One of the research projects being performed under

the umbrella of the Computer Systems Laboratory at
Utah is the development of a distributed shared sys�
tem named Quarks�� Quarks consists of a user�level

�Mach�s XMM��� interface is a step in the right direction

but it is based on dated technology�

�The name is derived from our hope that Quarks will be the
basic building block on which more sophisticated DSM systems
and applications are developed once it has been released into
the research universe�



library and associated header 
les that support DSM
on collections of workstations� Currently Quarks runs
on SunOS ���� HP BSD ���� and HPUX� native Mach
and IRIX ��� ports are in the works� Quarks includes a
number of modern DSM features such as support for
multiple consistency protocols within an application
on a per page basis �e�g�� a write invalidate protocol
providing strict consistency� a delayed write update
protocol providing release consistency� etc��� An ef�
fort has been made to make adding new protocols easy�
allowing the research community to experiment with
new protocols and compiler writers to develop special�
ized protocols �as in Blizzard������ Currently Quarks
is aimed primarily at the traditional shared memory
parallel programming niche� with built�in support for
remote thread forking and synchronization� but we are
working to redesign it to target a more general appli�
cation mix �e�g�� cooperating servers or programs that
monitor the internal state of other programs��

In conjunction with the Quarks design e�ort� we
have modi
ed the gcc compiler to generate DSM�
speci
c code� including embedded support for mixed
DSM and RPC programs �as in Carlos������ sup�
port for static shared data� and �soon� support for
software write detection and 
ne�grained access trac�
ing� which we anticipate using for performance tun�
ing and debugging� In an e�ort to increase Quarks�
impact� we have strived to provide a simple user in�
terface� Quarks supports C and C

 programs us�
ing the m� macros to describe parallelism and syn�
chronization� as in the SPLASH programs� In addi�
tion� Quarks uses a simple X�based user interface that
supports limited parallel debugging using gdb� An
alpha�release of a public domain version of Quarks is
accessible via ftp to jaguar�cs�utah�edu�pub�dsm�
Further information about and source code for
Quarks can be obtained via the WWW at http���
www�cs�utah�edu�projects�flexmach�quarks�html�
It is our hope that by placing a relatively sophisticated
DSM system in the public domain we will increase the
number of users and make DSM research easier to per�
form�

On a separate note� one facet of the ongoing
Flex�Mach project at Utah is the replacement of the
XMM��� implementation with a more modern DSM
variant to make DSM a basic� e cient system service
for Mach applications and servers� This e�ort will be
integrated with Quarks to support DSM for applica�
tions other than parallel scienti
c programs on top of
Mach�

� Conclusions
The performance of software DSM systems has im�

proved dramatically by addressing the problems of
false sharing and excessive DSM�related communica�
tion ��� �� ���� E cient DSM systems can now per�
form as well as hardware shared memory for moderate
grained programs ���� but the overhead associated with
software implementations of DSM limits its value for

ne�grained computations� However� although perfor�
mance remains a problem for 
ne�grained problems�
the primary obstacles that block DSM�s acceptance
into the mainstream are primarily not performance
related� but rather less sexy issues such as debugging
and performance tuning tools and greater availability
and portability� In this position paper we have out�
lined what we believe are the most important problems
that need to be overcome before DSM will be widely
accepted in the user community� and brie�y described
the Quarks DSM system� a modest step in this direc�
tion�
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